
LECTURE 5: DUAL PROBLEMS AND 
KERNELS

* Most of the slides in this lecture are from 
http://www.robots.ox.ac.uk/~az/lectures/ml
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Optimization



Loss function



Loss functions



SVM – review



PRIMAL-DUAL 
PROBLEM



Max-min inequality









Duality gap 



Example



PRIMAL-DUAL 
PROBLEM:GEOMETRIC
INTERPRETATION





Find x and y to maximize f(x, y) subject to a 

constraint (shown in red) g(x, y) = c.

The red line shows the constraint g(x, y) = c. 

The blue lines are contours of f(x, y). The 

point where the red line tangentially touches 

a blue contour is the solution. Since d1 > d2, 

the solution is a maximization of f(x, y).



DUAL FORM OF SVM



Primal Form





The Representer Theorem



Primal and dual formulations



Primal and dual formulations



Support Vector Machine



KERNEL TRICK



Handling data that is not linearly 
separable



Solution 1: use polar coordinates



Solution 2: map data to higher 
dimension



SVM classifiers in a transformed 
feature space



Kernel trick visualization



Primal Classifier in transformed 
feature space



Dual Classifier in transformed 
feature space



Dual Classifier in transformed 
feature space



Special transformations



Example kernels



Valid kernels – when can the 
kernel trick be used?



• Classifiers can be learned for high dimensional features spaces, 

without actually having to map the points into the high 

dimensional space

• Data may be linearly separable in the high dimensional space, 

but not linearly separable in the original feature space

• Kernels can be used for an SVM because of the scalar product 

in the dual form, but can also be used elsewhere – they are not 

tied to the SVM formalism

Kernel Trick - Summary



KERNEL SVM EXAMPLE



SVM classifier with Gaussian 
kernel



RBF Kernel SVM Example















KERNEL SVM EXAMPLE
(XOR PROBLEM)



• 𝐾 𝑥, 𝑦 = 1 + 𝑥𝑇𝑦 2
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XOR example







Optimal hyperplane (XOR)



MULTICLASS SVM



Multiclass SVMs

51



Multiclass SVMs
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ONE SVM AND SVDD



One-class SVM

• To maximize the distance from the hyperplane to the origin



Dual form of One-Class SVM

Kernel trick



• Support vector data description 

• A method to find the boundary around a data set 

SVDD



Dual form of SVDD

Kernel trick



SUMMARY



• The effectiveness of SVM depends on the selection of kernel, 

the kernel's parameters, and soft margin parameter C.

• Typically, each combination of parameter choices is checked 

using cross validation, and the parameters with best cross-

validation accuracy are picked.

• The final model, which is used for testing and for classifying 

new data, is then trained on the whole training set using the 

selected parameters.

SVM parameter selection



• Probably the most tricky part of using SVM.

• The kernel function is important because it creates the kernel 

matrix, which summarizes all the data

• Many principles have been proposed (diffusion kernel, Fisher kernel, 

string kernel, …)

• In practice, a low degree polynomial kernel or RBF kernel with a 

reasonable width is a good initial try

Choosing the Kernel Function



• A list of SVM implementation can be found at

• http://www.kernel-machines.org/software

• Some implementation (such as LIBSVM) can handle multi-

class classification

• SVMLight is among one of the earliest implementation of SVM

• Several Matlab toolboxes for SVM are also available

Software



• Select the kernel function to use

• Select the parameter of the kernel function and the value of C

• You can use the values suggested by the SVM software, or you can set 

apart a validation set to determine the values of the parameter

• Execute the training algorithm and obtain the 𝛼𝑖
• Unseen data can be classified using the 𝛼𝑖 and the support 

vectors

Summary: Steps for Classification

𝑓 𝑥 = ∑𝛼𝑖 𝑦𝑖𝑘 𝑥𝑖 , 𝑥 + 𝑏



• Strengths

• Training is relatively easy

• No local optimal, unlike in neural networks

• It scales relatively well to high dimensional data

• Tradeoff between classifier complexity and error can be controlled explicitly

• Weaknesses

• Need to choose a “good” kernel function.

Strengths and Weaknesses of SVM



• SVM is a useful alternative to neural networks

• Two key concepts of SVM: 

• maximize the margin and the kernel trick

• Many SVM implementations are available on the web for you 

to try on your data set!

Conclusions 


