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Since an early flush of optimism in the 1950', smaller subsets of artificial intelligence - first machine learning, then
deep leamning, a subset of machine learning - have created ever larger disruptions.
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Tesler's theorem: Al is whatever hasn't been done yet.
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- Kathleen Kenyon’s excavation
of this city mentioned in Joshua
showed the wall had been
repaired 17 times

- WHAT is “Jericho”

- This child star got his first on-
screen Kiss in “MY GIRL”

« WHO is “Macaulay Culkin”
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“Gesture A” “Gesture B” “Gesture C”



Count of fingers

https://gogul09.github.io/software/hand-gesture-recognition-p2



“Gesture 1”7 “Gesture 2” “Gesture 3”

Machine learning
algorithm

Training (learning) process

Test process/Inference
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FIGURE 1.4. The two features of lightness and width for sea bass and salmon. The dark
line could serve as a decision boundary of our classifier. Overall classification error on
the data shown is lower than if we use only one feature as in Fig. 1.3, but there will
still be some errors. From: Richard O. Duda, Peter E. Hart, and David C. Stork, Pattern
Classification. Copyright © 2001 by John Wiley & Sons, Inc.
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Output Layer

Input Layer




p(c ="0"x)

______________ p(c ="1"|x)
' 140 inputs ‘<

p(c ="9"|x)

10x14
x € {0,1} Layer 1 Layer 2

with 12 perceptrons  with 10 perceptrons
Each having 12 inputs
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Large-scale recognition
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AlexNet

- AlexNet won the 2012 ImageNet competition
- 5 convolutional layers, 2 fully connected layers
- The input is a color 224x224 image

- 2 GPU architectures

N GPU1
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128 Max
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pooling pooling
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AlexNet results (2012)

- AlexNet TensorFlow codes and some results



AlexNetInference.html

GooglLeNet (2013), ResNet-34 (2014)

34-layer residual

image

Y
7x7 conv, 64, /2

\

pool, /2

3x3 conv, 64

\ J
3x3 conv, 64
3x3 conv, 64
\ 4
I 3x3 conv, 64 I

http://ethereon.github.io/netscope/quickstart.html
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© simaca Neural Networks ...
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Output
(object identity)

3rd hidden layer
(object parts)

2nd hidden layer
(corners and
contours)

1st hidden layer
(edges)

Visible layer
(input pixels)
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Deep Neural Networks for
YouTube Recommendations

user history and context

BN

X millions 3 hundreds
video candlde}te E
corpus generation
—

other candidate sources

https://research.google.com/pubs/pub45530.html
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Cognitive Movie Trailer




100 Horror movie trailers

HALLOWEEN

Machine Learning

Integration with statistical approach

Visual Audio
Analysis Analysis

Moments




~

||||||

||||||

Integration with statistical approach | | EEEEEE.Y .

||||||

I
[
|
|
|
|
|
|

||||||

||||||

i Visual Audio o . P

. . | T h
| Analysis Analysis | P
I P e D I B B AN ACREEE B 000000 rrrftrrfortorioh
l i """"" 1
! j ST Ty
I N [ 1 1 |
\ P
\ JRJ N N T -

AN Automation o’

R R R SN R RN N BN SN RN RN NN NN NN R NN N NN NN R NN N NN SN R NN N N N N R M

Morgan Full Movie
1h 32m

IBM Film maker

(black title card, musical overlap,
order of moments)
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Morgan Trailer
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- RoboCup 2016: NimbRo vs AUTMan
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Why?

- “Encoded In the large, highly evolved sensory and motor
portions of the human brain is a billion years of experience
about the nature of the world and how to survive in it.

- We are all prodigious Olympians in perceptual and motor areas,
so good that we make the difficult look easy. Abstract thought,
though, is a new trick, perhaps less than 100 thousand years old.
We have not yet mastered it. It is not all that intrinsically
difficult; it just seems so when we do it”

- Moravec, Hans (1988), Mind Children, Harvard University Press
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Hard problems for programmers
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Hard problems for programmers

Talk, Read,
Walk,
NDrive,

Jeep Learning to
Rescue

Easy problems for humans Hard problems for humans
=7,

Model-
based
things (e.g.,
Physics
simulateion)

Easy problems for programmers
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Easy problems for programmers
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AlphaGo WINSII We landed it on the moon.
So proud of the teaml!l Respect to the amazing
Lee Sedol too
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To Scale: The Solar System
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- Training
- The Research team trained a system on the trailers of 100 horror movies

by segmenting out each scene from the trailers. Once each trailer was
segmented into "moments”, the system completed the following:

- Avisual analysis and identification of the people, objects and scenery.

- An audio analysis of the ambient sounds (such as the character's tone of
voice and the musical score)

- An analysis of each scene's composition (such the location of the shot, the
Image framing and the lighting)

- The analysis was performed on each area separately and in
combination with each other using statistical approaches.
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- The full-length feature film, "Morgan* is fed to the system. It
Identified 10 moments that would be the best candidates for a
trailer.

- Manual processing

- Use IBM filmmaker to arrange and edit each of the moments together into
a comprehensive trailer. (+ black title cards, the musical overlay and the
order of moments).

- Footage on the cutting room floor
- Some moments in the movie that were not included.




