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Human Action Recognition
1. Hand crafted feature + Shallow classifier

2. Human localization + (Hand crafted features) + 3D CNN
• Input is a small chunk of video

3. 3D CNN
• Input is a small chunk of video

4. Other combinations?
• Single frame/late fusion/slow fusion (3D CNN)

• Two stream (single frame + multi-frame optical flow)

5. ConvNet + RNN
• 3D CNN + RNN

• CNN + RNN



Sports-1M Dataset



Sports-1M Dataset

• a new dataset of 1 million YouTube videos belonging to 487 

classes
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Feature-based approaches to Activity Recognition

• Dense trajectories and motion boundary descriptors for action 

recognition

https://hal.inria.fr/hal-00725627/document

• Action Recognition with Improved Trajectories

https://hal.inria.fr/hal-00873267v2/document

https://hal.inria.fr/hal-00725627/document
https://hal.inria.fr/hal-00873267v2/document


Trajectories for a “kiss” action
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Dataset

• TRECVID 2008

• 49 hours videos captured at the London Gatwick Airport using 5 cameras

• 720x576 at 25fps 

• 3 action classes

• CellToEar/ObjectPut/Pointing

• Head location: 

• Human detection + a detection-driven tracker

3D Convolutional Neural Networks for Human Action 

Recognition, Ji et al., 2010



Dataset



Spatio-Temporal ConvNet

Ji et al. “3D Convolutional Neural Networks for Human Action Recognition”



3D convolution

• Hard wired feature maps

• Gray, gradient-x, gradient-y, optical flow-x, optical flow-y (5)

#(parameters) #(parameters) 비고

H1-C2 (7x7x3+1)x5x2 1,480 7x7x3 filter

C2-S3 23x2x2 92 2 para. per samp.

S3-C4 (7x6x3+1)x5x6 3,810

C4-S5 13x6x2 156 2 para. per samp.

S5-C6 (7x4+1)x78x128 289,536 Conv+FC layer

C6-output 128x3 384 3 classes

Total 295,458
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LEARNING SPATIOTEMPORAL FEATURES 
WITH 3D CONVOLUTIONAL NETWORKS

Tran et al. 2015



UCF101- action recognition dataset 

• 5 categories

• 1)Human-Object Interaction 2) Body-Motion Only 3) Human-Human 

Interaction 4) Playing Musical Instruments 5) Sports.



101 actions
• Apply Eye Makeup, Apply Lipstick, Archery, Baby Crawling, Balance Beam, 

Band Marching, Baseball Pitch, Basketball Shooting, Basketball Dunk, Bench 
Press, Biking, Billiards Shot, Blow Dry Hair, Blowing Candles, Body Weight 
Squats, Bowling, Boxing Punching Bag, Boxing Speed Bag, Breaststroke, 
Brushing Teeth, Clean and Jerk, Cliff Diving, Cricket Bowling, Cricket Shot, 
Cutting In Kitchen, Diving, Drumming, Fencing, Field Hockey Penalty, Floor 
Gymnastics, Frisbee Catch, Front Crawl, Golf Swing, Haircut, Hammer Throw, 
Hammering, Handstand Pushups, Handstand Walking, Head Massage, High 
Jump, Horse Race, Horse Riding, Hula Hoop, Ice Dancing, Javelin Throw, 
Juggling Balls, Jump Rope, Jumping Jack, Kayaking, Knitting, Long Jump, 
Lunges, Military Parade, Mixing Batter, Mopping Floor, Nun chucks, Parallel 
Bars, Pizza Tossing, Playing Guitar, Playing Piano, Playing Tabla, Playing Violin, 
Playing Cello, Playing Daf, Playing Dhol, Playing Flute, Playing Sitar, Pole 
Vault, Pommel Horse, Pull Ups, Punch, Push Ups, Rafting, Rock Climbing 
Indoor, Rope Climbing, Rowing, Salsa Spins, Shaving Beard, Shotput, Skate 
Boarding, Skiing, Skijet, Sky Diving, Soccer Juggling, Soccer Penalty, Still 
Rings, Sumo Wrestling, Surfing, Swing, Table Tennis Shot, Tai Chi, Tennis 
Swing, Throw Discus, Trampoline Jumping, Typing, Uneven Bars, Volleyball 
Spiking, Walking with a dog, Wall Pushups, Writing On Board, Yo Yo.



3D convolution
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channels

frames



3D convolution



Learning Spatiotemporal Features 
with 3D Convolutional Networks
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LARGE-SCALE VIDEO CLASSIFICATION 
WITH CONVOLUTIONAL NEURAL 
NETWORKS

Karpathy et al., 2014



Time-information fusion in CNNs

• Explored approaches

• Explored approaches for fusing information over temporal dimension 

through the network. Red, green and blue boxes indicate convolutional, 

normalization and pooling layers respectively

3D CNN



Multi-resolution CNNs



Multi-resolution CNNs

• Left: context stream, Right: fovea stream

• The fovea stream learns grayscale, high-frequency features while the 

context stream models lower frequencies and colors



Predictions on Sports-1M test data



Results



Results

• Motion information didn’t add all that much



Single-frame vs Motion-aware

vs
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Confusion matrix



Confusion matrix
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TWO-STREAM CONVOLUTIONAL 
NETWORKS FOR ACTION RECOGNITION 
IN VIDEOS

Simonyan and Zisserman 2014



Two-stream architecture 
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SEQUENTIAL DEEP LEARNING FOR 
HUMAN ACTION RECOGNITION, 
BACCOUCHE ET AL., 2011



3D-ConvNet architecture



Two-steps neural recognition scheme
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LONG-TERM RECURRENT CONVOLUTIONAL 
NETWORKS FOR VISUAL RECOGNITION AND 
DESCRIPTION 

Jeff Donahue, Lisa Anne Hendricks, Marcus 

Rohrbach, Subhashini Venugopalan, Sergio 

Guadarrama, Kate Saenko, Trevor Darrell 



Long-time Spatio-Temporal 
ConvNets



BEYOND SHORT SNIPPETS: DEEP 
NETWORKS FOR VIDEO CLASSIFICATION

Joe Yue-Hei Ng et. al



Long-time Spatio-Temporal ConvNets



RNN-ConvNet



DELVING DEEPER INTO CONVOLUTIONAL NETWORKS FOR 
LEARNING VIDEO REPRESENTATIONS

Ballas et al., 2016



Limitations in simple RNN-ConvNet

• Visualization of convolutional maps on successive frames in 

video. As we go up in the CNN hierarchy, we observe that the 

convolutional maps are more stable over time, and thus discard 

variation over short temporal windows.



Stack-GRU-RCN

RCN (Recurrent Convolution Networks)



Summary

• You think you need a Spatio-Temporal Fancy Video ConvNet

• STOP. Do you really?

• Okay fine: do you want to model:

• local motion? (use 3D CONV), or

• global motion? (use LSTM).

• Try out using Optical Flow in a second stream (can work better 

sometimes)

• Try out GRU-RCN



BACKUPS



3D CONVOLUTIONAL NEURAL 
NETWORKS FOR HUMAN ACTION 
RECOGNITION, JI ET AL., 2010



3D convolution

Gray Gradient(x2) Optical flow(x2) Image 

size

time channel time channel time channel

H1 7 1 7 1 6 1 33 60x40

C2 5 2 5 2 4 2 23x2 54x33

S3 5 2 5 2 4 2 23x2 27x17

C4 3 6 3 6 2 6 13x6 21x12

S5 3 6 3 6 2 6 13x6 7x4

C6 128 1x1

ouput


