
RESNET:

BATCH NORMALIZATION AND 

SKIP CONNECTION



Problems with Deeper network

• Vanishing/Exploding gradient problem

• Degradation problem

• Overly deep plain nets have higher training error



Solutions for Deeper Networks

• ReLU

• Regularization methods

• Dropout

• Batch Normalization

• Skip connections/Residual Learning



BATCH 

NORMALIZATION



Covariate Shift

• Covariate 

• Predictor variable ~ Independent variable ~ Feature

• Covariate shift

• 𝑃𝑆 𝑋 ≠ 𝑃𝑇(𝑋)

• The feature distribution in the source domain (e.g., training set) is 

different from that of target domain (e.g., test set).



Internal Covariate Shift

• Change of the input distribution for each sub-network during 

training is called internal covariate shift problem



Batch Normalization Algorithm



TensorFlow code

• Example Code

• Example Code (LeNet)

BatchNormalization_MNIST.html
LeNetBatchNormalization.html


DROPOUT



DROP-OUT

• To cripple neural network by removing 

hidden units stochastically

• each hidden unit is set to 0 with probability 

0.5

• hidden units cannot co-adapt to other units

• hidden units must be more generally useful



LeNet





LeNet with dropout





keep_prob

[0,1] 

uniform



SKIP CONNECTION

RESIDUAL LEARNING



Plain block

• Difficult to make identity mapping because of multiple non-

linear layers



Residual Block

 Identity mapping shortcut connections

 If identity were optimal, easy to set weight as 0

 If optimal mapping is closer to identity, easier to find small fluctuations

 Add neither extra parameter nor computational complexity



Very Deep Networks
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CAFFE



• Deep networks are compositional models

• a collection of inter-connected layers that work on chunks of 

data.

• A network defines the entire model bottom-to-top from input 

data to loss



Example

• Neural Network

• LeNet example

• Non-image example

Caffe_LeNet_Training_Example.html
Caffe-learning-lenet.html
Caffe+with+a+simple+HDF5+example.html

