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Large-scale recognition



Large-scale recognition



1000 object classes 1,431,167 images

Dalmatian

http://image-net.org/challenges/LSVRC/{2010,2011,2012}

Large Scale Visual Recognition Challenge (ILSVRC) 

2010-2012



Variety of object classes in ILSVR
C



ILSVRC Task 1: Classification
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ILSVRC Task 2: Classification + Loca
lization
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Classification: Comparison 

Submission Method Error rate

SuperVision Deep CNN 0.16422 

ISI FV: SIFT, LBP, GIST, 

CSIFT 

0.26172 

XRCE/INRIA FV: SIFT and color 

1M-dim features

0.27058 

OXFORD_VGG FV: SIFT and color 

270K-dim features 

0.27302 



Classification + Localization



SuperVision (SV)

Image classification: Deep convolutional neural networks
• 7 hidden “weight” layers, 650K neurons, 60M parameters, 630M conn

ections 

• Rectified Linear Units, max pooling, dropout trick

• Randomly extracted 224x224 patches for more data

• Trained with SGD on two GPUs for a week, fully supervised

Localization: Regression on (x,y,w,h)

http://image-net.org/challenges/LSVRC/2012/supervision.pdf



SuperVision



Object Recognition 



ALEXNET



AlexNet

• AlexNet: won the 2012 ImageNet competition by making 40% l

ess error than the next best competitor

• It is composed of 5 convolutional layers

• The input is a color RGB image

• Computation is divided over 2 GPU architectures

• Learning uses artificial data augmentation and connection drop-out to avoi

d over-fitting



AlexNet in details

• The first layer applies 96 kernels of size 3x11x11

• 34,848 parameters

• Each kernel is applied with a stride of 4 pixels

• (11x11x3)x(55x55x(48+48)) = 105,415,200 MACs



AlexNet in details

• The second layer applies 256 kernels of size 48x5x5 

• After applying a 3x3 max pooling with a stride of 2 pixels

• 307,200 parameters

• 256x(48x5x5)x(27x27)=223,948,800 MACs



AlexNet in details

• The third layer applies 384 kernels of size 256x3x3 

• After applying a 3x3 max pooling with a stride of 2 pixels

• 884,736 parameters

• 384x((128+128)x3x3)x(13x13)=149,520,384 MACs



AlexNet in details

• The fourth layer applies 384 kernels of size 192x3x3 

• Without pooling

• 663,552 parameters

• 384x(192x3x3)x(13x13)=112,140,288 MACs



AlexNet in details

• The fifth layer applies 256 kernels of size 192x3x3 

• Without pooling

• 442,368 parameters

• 256x(192x3x3)x(13x13)=74,760,192 MACs



AlexNet in details

• The output of the fifth layer (after a 3x3 max pooling with a 

stride of 2 pixels) is connected to a fully connected 3-layer 

perceptron

• 1st layer

• (2x6x6x128)x4096= 37,748,736connections

• 2nd layer

• 4096x4096= 16,777,216 connections

• 3rd layer

• 4096x1000= 4,096,000 connections



AlexNet in details

• 60 Million parameters, 832M MAC ops

35K 307K 884K 653K 442K 37M 16M 4M

105M 223M 149M 112M 74M 37M 16M 4M

Parameters:

MAC ops:



BACKUPS



Complexity of a CNN classifier

• Apply the filter bank

• Each input image of size MxM is convoluted with K kernels each of size 
NxN

• KxMxMxNxN MAC operations

• Applying the non-linearity

• usually done through look-up tables

• Performing pooling

• Pooling aggregates the values of a VxV regions by applying an average or 
a max operation

• The image is subsampled by applying the pooling every P pixels

• (MxM)/(PxP) pooling operations over sets of size VxV

• Each fully connected layer of a perceptron involves LixLo MAC 
operations where L is the number of neurons (in input and outpu
t layers)  


