
UNSUPERVISED LEARNING



Unsupervised learning

• Supervised learning • Unsupervised learning



Unsupervised learning (Autoencoder)

• How to constrain the model to represent training samples better 

than other data points?

• [Restricted Boltzmann Machine]

• Make models that defines the distribution of samples

• [Auto-encoder with bottleneck]

• reconstruct the input from the code & make code compact

• [Sparse auto-encoder]

• reconstruct the input from the code & make code sparse

• [Denoising auto-encoder]

• Add noise to the input or code



Auto-encoder with bottleneck

Input Code Output



Sparse auto-encoder

Input : MNIST Dataset

Input dimension : 784(28x28)

Reconstructions

Output dimension : 784(28x28)

Input layer Hidden layer Output layer



Denoising auto-encoder

Training the denoising auto-encoder

Input Input with noise ReconstructionAuto-encoder

Update weight & bias

Result

Input Input with noise Reconstruction



ONE LEARNING ALGORITHM HYPOTHESIS?

GRANDMOTHER CELL HYPOTHESIS?









BUILDING HIGH-LEVEL FEATURES USING 

LARGE SCALE UNSUPERVISED 

LEARNING

Quoc V. Le et al, ICML, 2012



Motivating Question

• Is it possible to learn high-level features (e.g. face detectors) 

using only unlabeled images?

• "Grandmother Cell" Hypothesis

• Grandmother cell: A neuron that lights up when you see or hear your 

grandmother

• Lots of interesting (controversial) discussions in the neuroscience literature



Architecture (≃sparse deep auto-encoder)



Training

• Using a deep network of 1 billion parameters

• 10 million images (sampled from Youtube)

• 1000 machines (16,000 cores) x 3 week.

• Model parallelism

• Distributing the local weights 𝑊𝑑 ,𝑊𝑒 in different machines

• Asynchronous SGD



Face neuron



Cat neuron



More examples



APPLICATION
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Rotor System Diagnosis

Vibration 

image 

generation
Power plant (Unlabeled)

RK4 test-bed (Labeled)

Power plant (Labeled)

• Greedy layer-wise unsupervised 

pre-training :                            

Restricted Boltzmann Machine in                  

deep belief network (DBN)

High–level 

feature 

abstraction

• Classification :                       

multi-layer perceptron (MLP)

• Clustering : self-organizing map 

Health 

reasoning

Vibration images using ODR
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