CONCLUSIONS




We reviewed machine learning methods
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Feature visualization of convolutional net trained on ImageNet from [Zeiler & Fergus 201 3]
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Deep Learning?

- Ranzato’s definition

- a method which makes predictions by using a sequence of non-linear
processing stages. The resulting intermediate representations can be
Interpreted as feature hierarchies and the whole system is jointly learned
from data. Some deep learning methods are probabilistic, others are loss-
based, some are supervised, other unsupervised...



L
Cl a_| | CJC-IIO‘ = X|
= O 1L =2— /M O

English

- CFEE = (multi layer) [
. AlZdgto] 2xE DA} § -
i ;

M9l 202 2 22 FMstE H
2o} SETHOIM AHEO R WA

o4 |

[ ]
b3

en wamanEs ..

+ End-to-end learning TR 24 04 2 was o
. At2to| Jlel = vl N|5tD 2Z&! raw T2 2 At3|(Baidu)
IﬂDUtJ—|' OU’[DU’[ A|'O|O'” E_ _I"I'jgl % Successive model lavers learn deeper intermediate representations
l-_—'llolE-I O'”A-I ol-A Ol'l_ 60 2;?' ' High-level
‘ ) ‘T' ’B U Layer3 linguistic representations

Parts combine
toformobjects

. BAL 73

L -
- Distributed representation So i
- 0] Ol ¥t WE MNE/N oy i = -

Y N LING ST = RN [ E =
El-l Prior: underlying factors & concepts compactly expressed w/ multiple levels of abstraction




